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Abstract:

Thereis considerablesupportin the cryptography community for the "CypherpunkCredo," defined as:
"Privacy throughtechnology,not legislation." Much discussionto date has assumedhat the U.S. government's
oppositionto strongcryptography,suchasits key escrowproposalsjs the primary obstacleto widespreaduse of
anonymouselectroniccash. For purposesof this paper,| assumethat strong cryptographyis legal and readily
available. Evenin that event,| claim that strongcryptographywill be usedto preserveanonymityonly in a highly
restrictedsubsef financial transactions.Furthermorebecausegechnologyoften will not assureprivacy, legalrules
can and should play an important supplementary role in the protection of privacy in financial transactions.

Introduction.

The useof electronicpaymentswill spreadwidely in comingyears. We expectto be ableto buy
productseasilyfrom homeoverthe Internet. Face-to-facdransactionsill increasinglybe doneby debit
card,credit card,and emergingforms of smartcards. Within the cryptographycommunity,an ongoing
researchproject has beento devise ways of assuringprivacy while performing electronic financial
transactions.The well-known concernis that many systemf electronicpaymentsvould createdetailed
databaseslescribingeach user'stransactions. In such systems,userswould gain the advantagesf
electronicpayments. But other partieswould be able to assemblecomprehensivelossiersabouttheir
spending patterns.

Facedwith this challengethe cryptographiccommunity hasproposedhumerouselectroniccash
(e-cash)systemdor enablingusersto makeanonymousuntraceablgayments[3] The goalhasbeento
create mathematically-rigoroussystemsthat will prevent even the most determinedattackersfrom
discoveringthe user'sidentity. Thesesystemsrely on "strong cryptography”-- a term that for our
purposesmeansthat no outside party can crack the code within a useful amountof time. Strong
cryptographycan allow achievementof the "Cypherpunk Credo™: "Privacy through technology, not
legislation.” [11] As lan Goldberg states: " The law of the land can be changledrsxtadministration.
The laws of mathematics are more rigid." Id.

Fromthe perspectiveof the CypherpunkCredo,therehasbeenonemajorvillain standingin the
way of anonymouse-cashsystems- the United Statesgovernmentandits advocacyof the Clipper Chip
andrelatedkey escrowschemes[5] Key escrowmeansthat the governmentwould have accesgo the
secretkeysthat permita messagéo beread. In a world of mandatorykey escrow,the governmenimight
havethe powerto readany messageandto traceany encryptedinancial transactiorto the user. Privacy
then would not dependon mathematics- on the power of encryption. It would dependinsteadon
legislation -- on the legal safeguards that are supposed to prevent the government from abusing its power.

The discussiorto datewithin the cryptographycommunityhasthusrelied on two premises: (1)
strongcryptographyand anonymouse-cashare importantgoals;and (2) the government'©ppositionto



strongcryptography,suchasits key escrowproposalsjs the primary obstacleto useof anonymouse-
cash. This papertakesissuewith the secondpremise. For purposef this paper,| assume that strong
cryptographyis legal andreadily available. My principal claim is the following: evenif we assumehat
strong cryptography is availabliéwill beusedto preserveanonymityonly in a highly restrictedsubsef
financialtransactions.My secondclaim follows from thefirst: becausenathematicoftenwill notassure
privacy, the law can and should play an important supplementary role in the protection of privacy.

The paper proceedsas follows. Part | briefly discussessome valuable uses of financial
cryptography. Many of the most important usesare to protect the security of the transactionfrom
maliciousoutsiders. Cryptographyis alreadywidely usedin banksto assuresecurity,and suchuseswill
likely spread enormously in coming years.

| suggesthowever,that we havelessreasonto think that cryptographywill spreadnearly as
widely in orderprotectthe user'sanonymity. Partll providesa detailedexaminationof threereasonghat
the useof anonymousdinancialtransactionvill belessextensivethanthe cryptographiccommunityhas
generallyhoped. First, the entire array of lendingtransactionsill be difficult or impossibleto conduct
with anonymousorrowers. Secondkey managemenposesnore fundamentaproblemsfor maintaining
anonymitythanhasusuallybeenrecognized.Third, the useof cryptographywill facea dauntingarray of
marketacceptanc@roblems. The mostimportantof thesemay be the difficulty of explainingto ordinary
consumers why they should take on the extensive burdens of protecting their own anonymity.

Partlll continuesthe examinationof whethertechnology ratherthan law, will protectprivacy.
There are additional constraintson the use of cryptographyto protectanonymity. Once we relax the
assumptionthat strong cryptographywill be legal and readily available, it is possibleto imagine
significant ways that governmentswill interfere with the use of anonymouspayments. An additional
guestionis whetherusersof anonymoudligital signatureswill face disadvantagesomparedwith users
who reveal their identity. If so, there will be yet anotherreasonnot to expectwidespreaduse of
anonymous transactions.

If usersdo not generallyemploycryptographyto assureheir anonymity,thenthe questionarises
whethertherearelegal or otherwaysto protecttheir privacy. | submitthatthe cryptographycommunity
hasbeenscaredaway from legal solutionsbecauseof its experiencewith the Clipper Chip and related
controversies[5] Where usersdeploy strong cryptography,legal rulescan only have the effect of
reducing privacy. Theituationis very different,howeverwhereusersdo not usecryptographyto protect
their anonymity. In suchcasesthe unregulatednarketcan easily lead to a greatdeal of disclosureof
sensitive information. Legal rules then can play a constructive role in the protection of privacy.

PartlV sketcheghe main pointsof how to think aboutthe legal protectionof personaffinancial
information. Wheretechnologyitself will not protectprivacy,| proposea contractsapproachwhich will
be developed at greater length in a forthcoming article.

l. Some Uses and Limits of Cryptography in Protecting Privacy and Security.

For a cryptographicaudiencethereis little needto explainthe wide and growing rangeof uses
for cryptographyfor protectingfinancialinformation. Forinstancegcryptographyis alreadyusedin many
bank-to-bank transactions. As Internet commerce grows, most people assumardéizayptographywill
be deployedbetweenusersand their banks-- the risks of plaintext transmissionfor huge numbersof
financial transactions can be readily reduced with cryptographic sys@westime, cryptographywill be
increasinglyusedwithin organizationdor security purposessuchas by requiring strongauthentication
beforegrantingaccesdo sensitivedatabases.In addition, many peoplein the cryptographycommunity
hope that strong cryptography will become the norm in anonymous e-cash systems.



In orderto placethe usesof cryptographyin broaderperspective| havecreateda stylized chart
of four differenttypesof financial transactionsgiscussedrom the mostprivate (bottomleft) to the most
public (top right). Onesimpletaskhereis to remindus of thewide arrayof transactionsn which people
do not currently use cryptography. The chart will also help us begin to assess where cryptodjkabhy is
to be deployed in the future.

In the chart,Areal representsransactionsn which strongcryptographyis fully deployed. An
examplewould be a paymentmadethroughan e-cashsystemdesignedby David Chaum.[3] For these
transactionsgryptographyis usedto createanonymityfor the purchaser- no outsideparty after the fact
canlearnthe purchaser’sdentity. Cryptographyis also usedfor security-- if an enemyinterceptsthe
transactionthe enemywill not gain any usefulinformationaboutthe purchaser.Nor will the enemybe
able to use the interceptedtransactionto get money or any valuableinformation out of the payment
system. | suggesthatmuchof the cryptographydebateto datehasimplicitly assumedhatthe important
issuedie within Areal. Theresearclagendao datehasfocusedon how to implementpaymentsystems
that fully assure both anonymity and security.

As we move to Area ll, the purchaser no longer uses cryptography to hide his or her fidentity
everyone else. For instance a typical consumer'Alice” will make paymentthroughsometrustedother
party,oftena bankwith whomshehasan account. After a transactioroccurs,the bankwill indeedhave
the ability to link Alice with the transaction. In Areall, however,cryptographywill be usedto assure
security-- to preventthe attackerfrom benefittingfrom any interceptionof the transmission. A simple
exampleof an Area Il transactionis the useof a credit card over the Internet, where Alice’s account
numberis stronglyencrypted. In this example Alice will haveno privacy from her creditcardcompany.

That company will know how to link the purchase to Alice’s account, so that she can be properly billed for
herpurchases Cryptographyhelpsprovidesecurity,however. In this instance cryptographyreduceshe
ability of hackers to profit from the stealing of credit card numbers.

In Area lll, cryptographyis not deployedfor either privacy or security. Thereis no strong
privacy becauset leastone party, suchasthe bank, canlink the purchasemith the transactiorrecord.



Nor is cryptography used for security. Other parties can see informationtétrainsactionsuchasthe
nameof the purchaserthe nameof the seller,the purchaseamount,the purchaser'sccountnumber,and
the purchaser's signature. Such information is routinely available in checldiegedit cardtransactions
today. The storeclerk receivingthe check,or the waiter who bringsthe credit cardinto the backroom,
has ample opportunity to copy and misuse the purchaser's signature and account number.

To those schooledin cryptography,the use of Area lll transactionsmay seem hopelessly
unprotected. The cryptographemight evenquestionwhetherany sensiblepersonwould participatein
suchatransaction.In answerwe canobservesimply that millions of thesetransaction®ccureveryday.
It is instructiveto considerwhy thesetransactionsn fact take place. Consumersat leastin the United
States, can participate in unencrypted transactiopartbecausef laws thatlimit their lossedrom theft
or fraud. For instance,U.S. consumerdace a $50 maximumloss from theft of their credit card, and
significantconsumeprotectionsalsoexistfor theft of debit cardsand checks. For banksand merchants,
there are significant lossesdue to the theft of credit cards,debit cards,and checks. Theselossesare
manageablehut they createan incentiveto move toward a more securesystem,suchasis availablein
Areall. Banksand merchantsalso benefit from helpful laws -- bank employeesand store clerks are
deterred from misusing the information for fear of losing their jobs and facing legal punishment.

ArealV transactiong@rethosein which thereis quintessentiallthe absencef privacy -- public
records. The mostfamiliar exampleis a land sale,for which the purchaseis usually listed at the local
courthouse. Area IV isimilarto Arealll in thatcryptographyis absenfrom the transaction.ArealV is
different from Area lll becauseof the expectationthat public recordswill indeedbe madepublic. For
Arealll transactionseventhoughcryptographyis not usedto hide information,thereis an expectation
that the bank employee and store clerk noll publicize the transactional information.

The discussiorof the chartincludedhereis intendedto help us begin to assesshe likely future
uses of cryptography. We note that consumers today participate in many insecure, un-private transactions.
Currentlaws againsttheft and fraud provide important protectionsfor consumersn suchtransactions.
Banksand merchantshowever,are not aswell protectedagainstloss. They consequentlyhave strong
incentivesto developmore secureforms of electronictransactionsnotably including encryption. Our
analysis thus gives us good reasoexpectwidespreacgdoptionof cryptographyfor Areall transactions.
Whatis far lessclear,andwhatis discussedn the nextsection,is whetherwe shouldexpectany similar
widespread adoption of cryptography for Area | transactions.

. Some Limits on Anonymity Even in a World of Strong Cryptography.

This sectionof the paperwill discussthreeimportant constraintson the use of anonymityin
financialtransactionsevenwherestrongcryptographyis legalandavailable. | am not awareof previous
attemptsto analyzethe conditions under which loans can be made to anonymousborrowers. Key
managemengand market acceptanceproblemshave beenmore widely discussedn the cryptographic
community. The intent hereis to usemy perspectivédrom law and economicgo deeperthe analysisof
how key managemenand marketacceptanc@roblemsare likely to resultin limited usesof anonymous
financial accounts.

ILA. The Difficulty or Impossibility of Lending to Anonymous Borrowers.

The focus of financial cryptographyto datehasbeenon debit systems,jn which the customer
spendsdown an existingamountof his or her money. Let us direct our attention,instead,to the wide
universeof credit transactions. Thereis an indefinitely large numberof typesof lending transactions,
from consumerdoansthroughsmall-businessoansto public securitiesofferings. There are also many
different reasongo borrow money. A few reasondnclude: to relieve temporaryshortagesof cash;to
finance long-term mortgagesand other consumerdebt; to finance capital investment;and to allow



increased profitability througleverage.In consideringhis wide rangeof lendingtransactionsmy claim
is the following: most or all lending transactions will be impossible with anonymous borrowers.

The core idea in a credit transaction is tih&tbankor otherlendermakesmoremoneyavailable
than the borrowerhas depositedwith the bank. Oncewe understandhis simple point, somesorts of
“loans” turn out to be debit relationshipsunderanothername. A simple exampleis the securedcredit
card. Undersuchan arrangementthe customemight place$1,0000n accountat the bank. The bank
thenallowsthe customeito havea “credit card,” which convenientlyhappengo havea $1,000spending
limit. Suchan arrangemenimay be quite useful to the customer,who can rent a car and do other
transactions that typically require a credit caBiit the bankis notlendinganythingto the customer. As
an economicmatter,the customemhasplaced$1,0000n depositwith the bank,andwithdrawalsaredone
by credit card rather than by check.

Another strategyfor borrowing anonymouslycould be for the borrower, Alice, to adopt a
pseudonymsuchasPaulaor the XYZ Corporation. My claimis thatlittle or nolendingwill be doneto
“Paula.” To seewhy, considerthe obviouspoint thatloansare madeto borrowerswho canassurea bank
thatit will berepaid. The mostcommonsortsof assuranceareto offer securityto the bankor to havea
good credit rating. We will consider each of these in turn.

(1) The difficulty of offering security anonymously. The usualway thatAlice offers securityis to
allow the bankto reposseshkerhouseor othersecurityif shefails to paytheloan. Fora homemortgage,
the lender requiresan appraisalof the worth of the house. The appraisalincludesan evaluationof
propertyvaluesin the neighborhoodndof the physicalpropertiesof the house Suchan appraisakimply
cannot be donanlesssomeondesidesAlice knowswhich houseis securingthe mortgage. Therewill be
no anonymous home loahs.

It is not strictly necessaryfor the bank to know Alice’s identity, but | suggestthat the bank
almostalwayswill. Onecanimaginethat Alice agreedo revealherselfto a third party that shetrusts.
The thirdparty canperformthe appraisabndreporttheresultsto the bank. The bankmay eventrustthe
sameappraisetthat Alice hastrusted. In this way, one canimaginethat Alice can get her homeloan
without the bank knowing her identity. Notice, however, how little ¢élaboratesffort helpsAlice. Most
importantly,shehasrevealecheridentity to someotherparty -- shereceivedthe loan only by cooperating
with the appraiserand losing her anonymity. Moreover,she accomplisheghis loss of anonymityat a
significantprice. The bank,forcedto rely on the appraiserand unableto seethe propertyfor itself, will
adda risk premiumto the loan. Thatis, the bankwill chargea higherinterestrate for the anonymous
appraisal than it would for a property thatduld appraisdor itself. Becauselice is goingto revealher
identity in anyevent,shewill havea strongincentiveto revealit directly to the lendingbank,sothatshe
cangettheloan at the lowestprice. Taking a pseudonynwill makeit expensiveor impossibleto offer
security to get a loan.

(2) Credit ratings and the difficulty of pseudonymous loans. Takinga pseudonynwill alsomake
it expensive or impossible to create a good credit ratiggta loan. After all, how canalenderevaluate
your creditratingwhenit cannotfind out aboutyour previousdefaultsand bankruptcies?Masking your
true identity from a lenderraisesthe strong possibility that you are adoptinga pseudonynpreciselyin
order to conceal your actual history as a deadbeat.

Within the cryptographiccommunity,oneresponsevould be that a pseudonyncan build up a
goodreputationovertime, without anyonenecessariljknowing the identity of the personthatis usingthe
pseudonym. On this theoryerhapdendersmight be ableto lendto thosepseudonymshatdeveloptheir
own good credit history. The possibility of suchlendingbecomesvengreaterif lenderscan developa
statistical profile of the averagedefault rate in the population of persistentpseudonyms. Once the
behaviorof the populationis known, it would seemthat lenderscould then chargefor the level of risk,
making widespread pseudonymous loans possible.



Although loansmight theoreticallybe madeon this basis,threemgor reasonsuggesthat such
loans will remain rare. Firsthelendercannotcontrolwho appliesfor credit,leadingto whateconomists
call an "adverseselection"problem. Second,lendersface a severe"end-game"problem,in which the
borrowercan profit by abscondingwvith large sumsof the lender'smoney. Third, the practicesin today's
lending marketssuggesthat suchpseudonymouansare lesslikely to succeedhan proponentsvould
hope.

(a) Adverse selection. The adverseselectionproblemis mostfamiliar in the insurance
context. Imaginethat EqualPrice Auto Insurancg EPAI) offeredthe sameratefor all drivers-- the rate
peggedto the averagelossesexperiencedy all drivers. What will happen? Risky drivers with bad
recordswill rushto buy the company'snsurance attractedby what for themis a low rate. Soon,the
companywould begin paying out high claims for all of the bad drivers. If the companyinsistson
charging the same rate to all customers, the rates will have to rise for evergotherto pay off the high
claims. Pretty soon the good drivers will becomeupset. Thesedrivers deservelow ratesin the
marketplaceandtheywill shift to othercompanieghat chargelow ratesto low-risk drivers. Overtime,
EPAI will be stuckwith lots of baddriversandfew gooddrivers. Customerswill self-selectwith adverse
consequences to the company.

Adverseselectionwill also happenwith anonymoudending. Supposea credit card company
begins tooffer cardsto anonymoudorrowersandsetsthe interestrateat the industryaverage.Who will
apply for thesecredit cards? Someof the borrowersmay be creditworthy Internet citizens who are
delighted at the chance to havearonymougreditcard. | suggesthoweverthat peoplewith badcredit
histories will have the dominant incentive to get the cafidssepeoplecurrentlylack the ability to geta
credit card, or elsethey pay high ratesthat reflect their bad credit histories. The chanceto pay lower
interest rates will itself be a great temptation. So will the realization thatitheveffectiveenforcement
againstdeadbeatorrowers-- the borrowers,after all, are anonymousand untraceablé. The lack of
effectiveenforcementmight be especiallytemptingto peoplewith badcredit histories,who alreadyhave
personalknowledgeabout the unpleasanteffects of bankruptcyor other enforcementactions against
borrowers.

(b) End-game problems. The discussionof adverseselectionshowsthe very real
possibility that any program of anonymousborrowing will be flooded by the worst credit risks. In
responsean advocateof anonymoudorrowing might emphasizehe needfor a pseudonymouborrower
to build upa goodcredithistoryovertime. On this theory,a lendermight profitably be ableto screerout
enoughof the badcreditrisks by initially offering only secureccreditcardsor small creditlimits. Many
of theworstcreditriskswill soonproveineptat payingtheir accounts. Theywill defaultsoonenoughso
that the lenderwill experiencemanageabldosses. The lender can then make a good profit on the
accounts that gradually build up a good pseudonymous credit rating.

| agreethat lending is at least theoretically possiblealong theselines, but only under very
restrictive conditions that are not likely to be important in practice. First, nbatthe scenaricassumes
that the bad credit risks will quicklyroveineptat payingtheir accountssothatthe bankcanconcentrate
its loanson goodcreditrisks. If the badcreditrisks only manifestthemselvegradually,the lendermay
still be stuckwith unacceptableredit losses. More precisely,the lendingwill only be profitableif the
averageprofits during the period of creditworthinessoutweigh the averagelossesonce the borrower
defaults.

A secondnecessarygonditionis thatthe lendingmustbe robustin the face of systematiattack.
The lenderneedsto be highly concernedaboutthe "end-game"problem. The end-gameproblemarises
when a borrower establishesa good pseudonymousgredit rating over time, lulling the lender into
believingin the borrower'screditworthiness.Overtime, the lenderwill raisethe creditlimit to its good
customer perhapgo $10,000. Whenthe limit is high enough,the borrowercan quickly spendthe full
$10,000, effectively abscondingwith that amount. In this scenario,the malicious borrower can



systematicallyprofit at the expenseof the lender,if it coststhe borrowerlessthan$10,000to establisha
good credit rating.

In contemplatinga world of anonymoudending,imaginewhatwill occuronceorganizedcrime
learns of the opportunity to play this sort of ggaine. A well-financedorganization(perhapsncludinga
governmentthat is hostile toward the lender's country) can set up an indefinitely large number of
pseudonymousredit-cardaccounts. The accountswill not be linkable to eachother. The organization
thenbuilds up good credit historieson eachof the accountsperhapsvarying its behaviora bit sothat a
patterndoesnot becometoo obvious. Whencreditlimits becomehigh enough the organizationcanplay
an end game on each account, giving itself a guaranteed profit on each accowsahentavill fail only
undertwo conditions: (1) where the lender can somehowscreenhostile account-holdergrom getting
accesdo anonymousaccountspr (2) whereit coststhe borrowermoreto build up a good credit rating
than the borrower can gain from an end-game spending of the credit limit.

(c) Lessons from current practice. Attention to currentpracticessuggestsadditional
reasongo believethattherewill belittle or no lendingto anonymousorrowers. To avoid the end-game
problem,we have statedthat it must cost more for the borrowerto establisha credit rating than the
borrowercan seizein the last period. From my observationof today'scredit-cardindustry, however,it
would takemuchlessthana $10,000investmento establisha creditlimit of $10,000. In today'smarket,
creditlimits increasdf a borrowersimply spendsaandrepaysa moderateamountof moneyfor a moderate
amountof time. Lendersget a large shareof their profits when borrowershave to pay intereston
substantialinpaidbalances.Lendersthus havea strongincentiveto increasecredit limits, as shownby
the efforts they make to have customers consolidate balances on one card.

Lenders to identifiable borrowers have crucial advantagesover anyone that lends to
pseudonymous borrowers. FmseudonymouborrowersJenderscanobserveonly thetransactionsn that
one account. By contrast,lendersto identifiable borrowerscan seethe borrower'sentire credit rating.
They alsohavethe ability to enforceagainstthe borrower'sassets. Theselenderscanlearna gooddeal
abouttheir customersand so do not suffer the end-gameproblemto nearly the samedegreeas would
pseudonymougenders. Lendersto identifiable borrowersthusface muchlower risks. In a marketplace
full of thousandsof competingcredit cards, the advantageso lenderstranslateto advantagedor
borrowers. Borrowerswho identify themselvesan expectto receivemuch more favorableterms. In
short,it seemaunlikely that anonymouscreditwill be attractiveenoughto temptcreditworthyborrowers
and strict enough to exclude the professional thieves.

One other lessonfrom current practiceshowsa different reasonfor suspectingthat persistent
pseudonyms will be less effective at borrowing than advocates might Bgmsiderthe lendingpractices
to the most importanttype of persistentpseudonymthe corporation. Large corporationsare able to
borrow moneyfrom public securitiesmarkets typically after detaileddisclosureof their activities and of
the namesof their principal officers. Smallercorporationsoften fund themselveswith bankloans. A
standard part of these loans, however, is that they arewitineecourse. Thatis, identifiableindividuals
often have to make themselvespersonallyresponsiblefor the loans, in the eventthat the persistent
pseudonyn(the corporation)doesnot payin full. From the lender'sperspectiverequiringthe personal
guaranteeservestwo importantpurposes(1) it addsthe individual'sability to pay to the corporation's;
and (2) it creates a strong incentive for the individuaihytd@o makethe corporationsuccessfulsothatthe
individual's personalassetswill not be lost. The widespreaduse of loanswith recoursesuggestshe
difficulty that will face any borrowers who wish to operate under a persistent pseudonym.

In conclusion,the discussionhere providesa numberof compelling reasonswhy anonymous
lending typically will not be profitable, and so will not occur with any frequency. Put somewhat
differently, the analysisherestatesthe necessargonditionsfor anonymousr pseudonymouborrowing.
These conditions notably include overcoming the adverse selection and end-game problems.



[I.B. The Practical Difficulties of Good Key Management

As we proceedn our explorationof the usesand limits of financialcryptographythe previous
sectiondiscussedvhy thereis likely to be little or no lendingto anonymoushorrowers. The next topic
concernkey managemem- how userswill takecareof their keys,andwhatwill happenif the keysare
lost. In a world of strong cryptography,losing the key is by definition catastrophic-- "strong"
cryptographymeansthatno onecanbreakthe code. If digital moneyis encryptedn your computer,and
you lose the key, then you lose the money, too.

The importanceof key managemenis well recognizedn the cryptographiccommunity. Bruce
Schneierfor instance states:"In the real world, key managemenis the hardestpart of cryptography.”
[10, p. 169] Schneierperceptivelyanalyzesa rangeof challengesn key managementand proposes
technical solutions to problems that arise in the use, updating, and storage of keys.

While acknowledging the technical difficulties of key managemenigyy@ographiccommunity
has usually given less recognitionto certain institutional aspectsof the topic. My point hereis to
emphasize the reasons that individuals and firms are likely to give up anonymity because of the difficulties
of key management. Eveniif the technical problemsare solved, there are personaland institutional
problems in key management, which mathematics cannot solve.

Before examiningtheseinstitutional problems,| would like to add a caveat. The topic of key
managemenihasbecomeintenselypoliticized in the wake of the Clipper Chip and relatedproposalsor
the governmento be entitledto a user'skeys. My conclusionshere might be seenwithin the Internet
communityasgiving aid and comfortto governmenproposalsor mandatorykey escrow. So let me be
explicit. | do not intendto take any position hereon the desirability of mandatorykey escrow. Instead,
the analysisheretries to show the strongincentivesthat individuals and firms engagingin financial
transactions will have to provide their keysstoneone else, that is, to give up their anonymity.

(1) Key Management for Individuals -- The Myth of Omnicompetence. Before turning to
corporateuses et usfirst considerhow ordinaryindividuals are likely to managetheir keys. The basic
answeiis: notwell. Asindividualsbeginto usestrongcryptographyfor financialtransactionsanddigital
signaturesthey will beginto learn aboutthe importanceof protectingtheir keys. They will learnthat
losing the key will meanthatthe encryptedmaterial,including electroniccash, is unrecoverable.They
will learnthatrevealingthe key for their digital signaturewill allow maliciousthird partiesto forge the
individuals'signaturesn a potentially vastarray of unwantedways. In short,the coststo individuals of
having a private, secure key are potentially enormous.

Oneresponsdo theseobservationss simply to encourageeopleto take responsibilityfor their
own lives. On what we might call the cyber-libertarian view, individudis desirefreedomshouldlearn
cryptography. Strongcryptographyis liberating preciselybecauset empowershe individual to protect
his or her personal information, even in the face of determined government attack. On thisexests
of keepingkeys private are more than offset by the gainsin individual freedomand the limits on the
ability of governments and corporations to learn about and manipulate individuals.

Let us grant, for discussionpurposesthe attractivenes®f this cyber-libertarianview. (Those
who do not agreewith the viewpointwill be evenlesslikely to bearthe costsof keepinga private,secure
key.) My point, again,is descriptive. | think that manyindividualswill be so lousy at protectingtheir
keys that a small percentage, at most, will actually maintain private, secure keys.

To geta senseof the difficulty of key managementet us look at Bruce Schneier'schapteron
"Key Management'in his standardreferencework on cryptography.[10] By recalling just some of



Schneier'secommendationfor effective key managementye canget a feel for the sortsof challenges
facing ordinary users who wish to have private, secure keys.

(a) Key backup. With strongcryptographyjf you losethe key, you losethe data. So keepinga
backupof the key is incredibly important. Schneiehimselfadmitsto losing a key everyfive yearsor so.
Most of the rest of us are not likely to outdo Schneier, so we will neleal/ian excellentsystemin place
for protecting backups.

(b) Good key selection. Thereis oneobviousway to reducethe needfor key backup. Alice can
simply pick a key that is easyto remember such as her mother'smaidennameor the digits of her
birthday. Thereis a slight downside-- the maliciousattackercan often guessthe key. Schneierreports
the efforts of Daniel Klein, who developeda "dictionary attack”for guessingcommonkeys. Klein was
able to guess 40 percent of the passwords on the average computer using his approach.

(c) Secure physical protection of keys. Somepeoplehavea wonderfully obscurekey, but keepit
written in their wallet or taped under their desk. Not much help when the bad guys come and get you.

(d) Multiple keys. Alice takeson greatrisk if all of her activitiesare conductedusingthe same
key. Schneierecommend$avingmultiple keys,for differenttypesof uses. If Alice hasonekey, andit
is evercompromisedthenall of her encryptedinformationis simultaneouslynmadeopento attack. Just
imagineif the key is postedon a Web site or otherwisemadepublic. Alice may haveleft encryptedfiles
in computersaanywherdn thewide world, outsideof her currentcontrol. Of coursejf Alice hasmultiple
keys, she has to have good backup and key selection and physical protection for each of them.

(e) Updating keys. Schneiemvrites:"No encryptionkey shouldbe usedfor an indefinite period."
[10, p. 183.] Permanentseof a key hasa numberof disadvantagegreaterrisk of compromisegreater
lossif the key is compromisedgreatertemptationfor someondo spendthe effort necessaryo breakthe
key; and greatereaseof doing cryptanalysisvhenmoretext is encryptedwith the samekey. For Alice,
theseproblemsmeanthat sheshouldhavea well-organizedroutine for updatingher keys. Thenagain,
sheneedsa goodroutinefor protectingherold keys,sothatshecanusethemto openup the old files that
were encrypted with them.

We couldgo on, but the generalpictureshouldnow be clearenough. It is just plain hard for the
individual to setup goodkey managemenpractices. Thereis animportantdistinction betweenordinary
consumersnd cryptographicadepts. For hackersand professionatryptographerskey managementan
be kind of fun. JudeMilhon claimsthat "the chief characteristicof hackersis wily intelligence."[11]
Using wily intelligenceon key managementan be entertaining,as well as good practicein thinking
aboutthe flaws in otherpeople'ssecuritysystems.For the adept,practicinggoodkey managemenis one
more sign of their outstanding competence at things cryptographic.

The situation is entirely different, however, for most ordinary consumers. For non-
cryptographers, key managemaéna Schneiemwould be,at best,a colossalannoyance.For manypeople,
keepinga key private would be downright impossible. Imagine a Schneier-typesystemfor an ailing
grandparenta child, a homelessperson,or for the many individuals who happento be chronically
disorganized. Imagine how hard good key managementvill be whenwe know that huge numbersof
people cannot even keep track of their 4-digit PIN!

Here and elsewhere, | suggest that the cryptogragginienunityhasfallen preyto whatl call the
"myth of omnicompetence."” Wonderful things can become available to the anonymous Alice -- & long
sheis splendidlycompetentt a wide variety of difficult tasks. Alice canmanagéeher keyswithout a slip.
She can use the anonymouse-cashsystemdescribedby David Chaum, and can manageelaborate
protocolsfor assuringthat her softwareand hardwareagentsare operatingcorrectly.[3] Alice canalso
detectwhenher physicalpresencecan be identified, and takeselaborateprecautionsot to allow any of
her bankaccountgo be linked to her physicalself. In short, Alice displaysthe wily intelligenceof the



hacker,andprotectsheranonymitywith the zealof anavid gamer. In consideringpmnicompeten#lice,
I wonderwhat will becomeof bumbling Bob, an ordinary consumerwith no interestin or talent for

cryptography.

Putanotherway, the focusof muchcryptographiceffort to datehasbeenin the form of existence
proofs -- there exists somemathematicaimechanismthat can allow certaintransactiongo take place
without the userrevealinghis or heridentity. A greatdeal of progresshasbeenmadein recentyearsin
showingthe existenceof financial systemghat can,from a technicalperspectiveprotectprivacy. But as
the useof cryptographyexpandsfrom the cryptographicadeptsout to the generalpopulation,existence
proofs will no longer be sufficient. If anonymoustransactionsare to becomea large fraction of all
consumetrtransactionskey managemenand other tasksmustcomewithin the competencef ordinary
consumers.

Are the difficulties facing consumers overstated? There are two important objectionsto my
claim that key managemenand other cryptographictaskswill overwhelmmany consumersand expose
them to costly mistakes. First, consumerswill generallynot needto be as comprehensiven their
protection of privacy as the state-of-the-art approach described by Schneier. Second, key management and
other cryptographictaskswill becomemore user-friendly over time, as experienceteachesus which
safeguards are most important from an economic and privacy standpoint.

The answerto thesetwo objectionsturnsout to bethe same. Let us agreethat mostindividuals
would not institute a state-of-the-arkey managemensystemfor themselves. Thatis just the point. If
Alice cannotmanageher keys effectively, evenafter considerabléhassleand risk of mistake,then she
might seeka muchsimplersolution. Shemight delegateher key managementasksto someonawho is
expertin the subject. Alice might bevery willing to give up heranonymityandrevealheridentity to the
right sort of third party. To foreshadow some of the discussion below, a crucial facdicéowill bethe
quality of hercontract with the party that manages her keys. She will veastirancethatthethird party
is well-establishedand financially responsiblefor any lossesthat result from cryptographicproblems.
Alice will alsoprobablywantassuranceabouther privacy-- abouthow that partywill or will notuseher
private transactionalnformation. For Alice's financial transactionsshemight be delightedto turn the
problemsof key managemenbver to the "bank” or to whateverinstitution is handling her financial
transactions. After all, consumergoday do the samething with their debit cards: If Alice forgetsher
PIN, the bank just issues her a new one.

As promised, the sananalysishelpsusunderstandvhata user-friendlysystemwill look like, at
least inthe eyesof manyusers. For thosewho arenot adeptat cryptographyandkey managementt will
be tremendously tempting tielegatethesetroublesoméassuesto someexpertinstitution, suchasa bank®
If the expert institution misbehaves, the customer can sue under contract law.

2 Key Management for Corporations. Protecting Against Principal/Agent Problems.
Corporationsand other institutionsface the key-managemerthallengeghat individualsdo. As we all
know from personalexperience peopledo not becomeomnicompetenfust becausethey work for a
corporation. At leastfor smallerorganizationstheremay be no one on the payroll who is good at key
managemenbr other cryptographictasks. Suchorganizationswill havea strongincentiveto delegate
their key managemento a trustedoutsideparty -- to give up their anonymity-- ratherthaninvestin
costly in-house expertise.

Corporationsalsofacean importantadditionalcategoryof risk. In the languageof lawyersand
economiststhereare risks to the principal (the owner of the company)of having cryptographyin the
hands of an agent (such as the employ&smeof thesecostsof havingan agentareobvious. The agent
who knowsthe keysmay be malicious. For instancethe maliciousagentmay enterthe files containing
electronic cash, and transfer the money to his own account. In addiwvet;meaningagentwho knows
the keys may be less careful than the principal would wish. In addition, the agent may become



unavailable to the principal, due to a heart attack or car crash. The principhatmway to makeuse
of encrypted files.

How shouldthe principal guardagainstthe risk of malicious,negligent,or disappearingagents?
In answer noticethatthe existenceof agencycostshasvery little to do with cryptographyitself. Entirely
asidefrom cryptography,principals have forever had to worry that agentswould steal the principal’s
secrets or property. Similarly, principdiavehadto live with therisk thatanimportantagentwould one
day be carelesssuddenlyquit, or otherwisedisappear.Indeed,an organizingthemeof all of corporate
law is how to reducethe costsof using agents:how can shareholdergvertrust directors,directorstrust
top management, and top management trust lower-level employees? [8]

How, then,do corporationggenerallyprotectagainstthesesortsof agencycosts? Oneway is to
try to havethe incentivesof the agentmatchthe goalsof the principal. A simple exampleis whenan
agentgetsa commissioror bonuswhensalesgo up. For cryptographythe lessonis to look for situations
where the agent no longer has the same incentives as the corporation. For instance, protectioms must be
placeto protectagainstdamageby disgruntledor former employees-- preciselythose peoplewho no
longer care about the success of the corporation as a whole.

Even moreimportantly, principals try to reduceagencycostsby closely monitoring agents.
Typically, no one employeecan authorizelarge checksby a corporation. Requiringmultiple signatures
ensuresthat someoneelse in the corporationis in a position to monitor large expenditures. More
generally, corporationsperform extensive audits to protect against negligenceand wrongdoing by
employees. The audits are typically conductedby "outsiders"-- often by personsfrom outside the
corporation(an accountingfirm), or at leastfrom personsin a distinct part of the company(the audit
division, reporting directly to top management). Securities lvidendersoftenrequiresuchaudits,but
sensible managers perform audits even where they are not required.

Oncewe focuson the crucial role of monitoringin reducingagencycosts,the implicationson
anonymougaymentsare substantial. It would run contraryto basicpreceptsof corporategovernanceo
allow agentsto act unmonitoredon taskscrucial to the corporation. The corporation'skeys cannotbe
entrusted solely to the Chief Financial Officer or Director of Management and Information SyEtesms.
a CFO might lose the keys, steal money, or be hit by a bua.mitimum, corporationswill needto have
other personsin the firm be able to check the key managemenpracticesof whoeveris managing
cryptography. For at leasttwo reasons.firms may also wish to have outside auditing of their key
managemensystemsi(1) outsidepartiesmay be neededfor their expertisein double-checkinghe key
managemenpracticesin the corporation;and (2) outsidepartiesreducethe risk of collusionamongthe
small number of agents in a corporation who have access to the keys. In short, the kbgsocessible
at least to multiple parties within the corporation, and often to someone outside of the corporation.

In sum, corporationsface many of the same problems as individuals in running a key
managemenprogramthat both protectssecretsanddependablyallows the secretdo be accessedby those
who are authorizedto do so. Indeed,the challengeof both protectingand accessingsecretscan be so
greatthatit sometimeswill not be worthwhile for a corporationto use cryptography-- the benefitsof
cryptography for corporate security must be weighed agtiasbstsof monitoringthosewho control the
cryptography. Finally, for the reasonsalreadystated,the needto monitor agentswill oftenresultin the
use of outside parties to audit cryptographic practicesjghfatr the corporationto give up the anonymity
of its transactions.

I.C. Market Acceptance as a Limit on the Use of Strong Cryptography.

The discussion to this point has shown reasons why manywitleas’oid anonymityin financial
transactions, even in a world where strong cryptography is permitted. drititelendingwill be madeto
anonymousorrowers. Therisks associatedvith key managemenwill give individualsandfirms strong
incentivesto entrusttheir keysto other parties,quite possiblyincluding their bank. A third important



limit onthe useof strongcryptographyis the somewhatamorphousonceptof "marketacceptance."The
political outcry surroundingkey escrowcanobscurethe manyreasonghatordinaryusersarenot likely to
seek or use strong cryptography to gain effective anonymity.

Installed base. One reasonto expectslow marketacceptances simple inertia. Thereis a
tremendousnstalledbaseof non-anonymou$inancial transactions.Considerthe usualsortsof checking
accountscredit cards,and debit cards,all of which contemplatethe bank knowing the identity of the
customer. A huge range of other, well-establishedbusinesstransactionsalso dependon the parties
knowing each other's identities.

It is no small thing for a new technologyto overcomethe inertia of establishecpatterns. The
history of the ATM -- a newbankingtechnology-- providesan instructiveguideto whatwe might expect
for anonymousankingtransactions.It hastakena full generatiorfor usersto accommodat¢hemselves
to ATMs. Even today, use of ATMs varies widely by age. A 1996 survey showeb#hbatf thoseabove
age64 havean ATM card, comparedwith 75% of thoseaged18 to 34. [2] | find theseusagefigures
striking becauseof the seeminglyobviousadvantage®f the ATM, suchasthe speedof the transaction
and the ability to receive cash and do other transactiomsekendsindafter the historically-shorthours
at the local branch. Despitetheseadvantageanillions of usershavebeenreluctantto learn how to use
ATMs and to trust them to work accurately.

Lack of compelling advantages. The history of the ATM shows that, as a simplisinessnatter,
it takesa compellingargumentto changeingrainedpatternsof doing business. |t is far from clearthat
strongcryptographyoffers any compellingadvantagesverthe traditionalbusinesselationshipsn which
the bank knows the customer's identity. The costs of strong cryptograpghysareewaysmoreapparent
thanthe benefits. Onecostof remaininganonymouss giving up the ability to borrow money. Another
setof costsis associatedvith key management.And currentcryptographicproductsare often clumsyor
otherwise unattractive to use, sumdwhenthey slow the completionof a task. Widespreacconsumeuse
will depend on the development of more user-friendly cryptographic products.

In contrastto thesesignificant costs,the benefitsof strongcryptographyto provide privacy are
not entirely clear. As a preliminary matter, notice that we can expecta greatdeal of cryptographyto
protectthe security of financial transactions. Media horror stories,for instance,have convincedmany
consumershatit is risky to sendunencryptedreditcardnumbersoverthe Internet. Consumersnay be
willing, therefore,to cooperatewith securitymeasuresn their financial transactions. Banksalso have
strong incentives to get their consumers to cooperate in the use of cryptography for s@tugitgystem
securityis breachedthe bankswho designand operatethe systemare likely to sufferlosses. Banksand
consumerghus sharean interestin using cryptographyto protect againstattacksby malicious third
parties.

From a businessstandpoint,bankshave much lessreasonto encourageheir customergo use
cryptographyto protectcustomerprivacy. All otherthingsbeingequal,bankswould preferto know the
identity of their customers, in order to reduce fraud and to sell customers additmohatts. Widespread
customeranonymity,then,will requirestrongconsumerdemand. Within the cryptographiccommunity,
various reasonshave been offered for promoting use of anonymouspaymentmechanism8. Without
taking any position on the desirability of widespreadanonymouspayments| limit my commentsto a
descriptive observation -- it is not yet clear that ordinary consumers have been otfensgiediingreason
to useanonymougpayments.In the absencef sucha compellingreasona vastportion of userswill not
establish anonymous accounth their banks,evenif strongcryptographyis permitted. The availability
of mathematical solutions does not mean that users will avail themselves of the solutions.

Who will betrusted? An additional obstacle to the market acceptarictrongcryptographyand
anonymity concernsthe questionof whom the customerswill trust. For Alice, the systemfor doing
financial transactionsinvolves enormousrisk, the risk that accidentor maliciousnesswill drain her
accountsaandwipe out her networth. Aware of thesecustomerconcernspanksand paymentsystemsyo



to greatlengthsto reassureheir customers. Bank buildings historically are built of sobergray stone
designed to convey a sense of permanence and invulnerability. Many institutiorthelaosd "trust” in
their name,andthe SecurityFirst Network Bank braggedn Congressionaestimonythat "securityis not
our middle name, it's our first." [9]

How do cryptodesignersstackup in this trustgame? Perhapsot sowell. Imagineif Alice, an
ordinaryconsumerywanderednto a cypherpunksonvention. Doesshewantto trustherlife savingsto a
product designed by these people? Aren't sontieenfi"hackers"? And didn't shereadin the paperghat
hackers do all sorts of criminal and anti-social things?

To give Alice a bit more credit, she might have other reasonsto worry about whetherthe
cryptographigroductwill operateaspromised. Shemay haveheardabouthow programmergancreate
back doorsand Trojan horses. She might suspecther private financial information is being shipped
directly to the programmer. Shemight neverhaveheardof the individuals or companiesvho designed
theanonymougpaymentssystem. Not beingan omnicompetentryptographershealmostcertainlylacks
any personalability to evaluatehow well the productactually protecther anonymity. She might be
reluctant to take a great deal of time to learn how to use the cryptographic product, and skeptical about her
own ability to run it well enough that she will actually gain any privacy protection.

In short,customersavea seriesof potentiallyvalid concernsaboutadoptingcryptographydue
to therisk thatthe productwasbadly or maliciouslydesignedpr the reality that mostcustomerswill not
be cryptographicadepts. If customerglecideto useit at all, theywill preferto usecryptographythathas
been cleared by institutions they trust. Sgmaeple(likely notin the cryptographiccommunity)will trust
the governmentandwill feel comfortedby somesortof governmensealof approval. Otherpeoplewill
look to institutions that specialize in having customers trust them with mdreseinstitutions,roughly
speaking, are banks and other established financial institutions.

Considerwhat follows from the fact that consumerdrust banksmore than other purveyorsof
cryptographicsystems. Much of the debatewithin the cryptographiccommunity has assumedthat
governmentupportof key escrowis the crucial barrierto widespreaduseof strongcryptography. The
analysis here proceeds on the assumptiongivagrnmentsvill allow strongcryptography.If so,thenwe
reachthe (perhapsunsurprising)conclusionthat bankswould standas gatekeeperto widespreadise of
financial cryptography. As already discussed, however, banks generally prefer knowicgdtoirerso
having their customers remain anonymous. Banks will ntakssexpensiveandeasierto haveaccounts
wherethey know the user'sidentity. Onceagain,the proponentf widespreacanonymoudransactions
face the burdenof explaining how and why consumerswill take on the costsand risks of operating
through anonymous accounts.

I, Can Technology, Rather than Law, Protect Privacy?

Let's recap what we have learned so far. We began with the Cyph&@prdkseeking'privacy
through technology,not legislation.” We assumedfor discussionpurposesthat strong cryptography
would be legal andreadily available. In Partl, we sawthat the useof cryptographyis likely to spread
rapidly in comingyears,especiallyto protectthe securityof transactions.In Partll, we sawa numberof
important reasons for believing that cryptography wouldoecbmenearlysowidespreado protectusers'
anonymity. Notethatthe difficulties of anonymoudending,key managemen&andmarketacceptancare
not primarily technical;instead,the analysishere has emphasizedzconomic,psychological,and other
sorts of reasons that individuals and corporations would choose not to use anonymous transactions.

This Partof the paperwill providea more completeassessmertf the likely useof anonymous
transactions.We will relaxthe assumptiorthat strongcryptographywill be legal and readily available.
We will alsorelax the implicit assumptiorthat digital signaturesare widely availableand imposeno
penaltyon anonymousisers. Oncethe full natureof theseconstraintss appreciatedthe discussionwill



turn to what | call "overcominglegalphobia.” My point here is that the cryptographycommunity,
traumatized by the Clipper Chip controversy, has become excessively allergic to the possible advantages of
legal regulation for financial privacy.

lLA. A More Complete Assessment of the Constraints on Anonymous Transactions.

To this point, we have assumedthat strong cryptographyis legal and readily available.
Nonethelessve haveseenthat many transactionsvill not havestrongprivacy protection-- anotherparty
will oftenhavea databasdinking the userandthe transactionfor lending,key managemen@nd market
acceptanceeasons. The next stepis to relax two assumptionsthat strong cryptographyis legal and
readily available;andthatanonymoudligital signaturesarewidely accepted.Theresultof relaxingthese
assumptions would be that even fewer transactions would have mathematically-based privacy protection.

One possibility is that strong cryptographywill becomeillegal for some or all financial
transactions.The expectedesultof sucha law would beto reducethe useof strongcryptography. Even
if somecypherpunksnanageto persistin their useof illegal strongcryptographymanyindividualsand
established corporations would probably not risk criminal sanctions.

A related possibility is that strong cryptographywould remain legal, but there would be
governmenbr otherpressurenot to useit. For instance companieghat contractwith the government
might be required to use key escrow systemgptioposef their governmentontractwork. If so,it may
be more convenient or politic for those companies to use key escrow for all aryipeagraphyneeds. A
relatedpossibility is that leadingsoftwarefirms, hardwarefirms, and bankswould decidenot to support
strongcryptographyperhapsundergovernmenpressure.More broadly,therecould be a contestfor the
"hearts and minds" of the generalpublic. Law enforcementand national security agencieswould
predictably encouragelaw-abiding citizens to use key escrow. Other parts of society, including
cypherpunksand privacy advocateswould predictably encourageas many usersas possibleto take
advantagef strongcryptography. Underany of thesescenariosthe neteffectwould be lesswidespread
use of anonymous financial transactions.

Turning to anonymous digital signatures, an impbsisumptiorof the discussiorto this pointis
that they will becomewidely availableat a reasonableost. The chief purposeof digital signaturesas
discussedextensively elsewhere,is to provide a way for the userto provide authenticationover an
electronicnetwork.[6] Forinstance,a digital signaturemight allow an anonymougAlice to provethat
shemadea particularpaymentat a particulardateandtime. Suchsignaturesare obviouslyimportantto
many sorts of financial transactionssuchas when Alice wishesto return a purchaseas defectiveand
wants her money back.

For our discussionthe relevantquestionis the extentto which a usercanaccomplisheverything
throughan anonymoudligital signaturethat he or shecanaccomplishby other meansof authentication.
As a society,we arein the early stagesf learninghow to establishdigital signatures. We are debating
how to structure the certification authorities that will helanagehem. Dependingon how the lawsand
practices develop ithe area,anonymitymay proveto haveadditionalcostsfor consumers.lf anonymous
purchasers lose important consumer rights, then we would expect even fewer anonymous purchases.

B. Overcoming Legalphobia: A Positive Role for Legal Regulation ofaeyiv

The discussionto this point has emphasizedhe reasonsthat many userswill not use strong
cryptographyto conductanonymoustransactions. Facedwith the many constraintson the power of
mathematics to protect users' privacy, the next question is whether legal ryestéotingprivacy would
bedesirable. In my discussionsvith cryptographerstherehasoften beena visceralreactionagainstthe
useof legal rulesto protectprivacy. After all, the CypherpunkCredosays:"Privacy throughtechnology,
not legislation."



I would like to suggestthat this "legalphobia”is both understandablend misguided. It is
understandablbecaus®f the salienceof the key escrowcontroversywithin the cryptographycommunity.
The oppositionto legal rulescan be understoodas basedon this flawed syllogism: (1) Clipper wasan
exampleof governmentegulationof cryptographyj2) Clipperwould resultin reducingpeople'sprivacy;
therefore (3) government regulation reduces people's privacy, which is a bad thing.

Table 1 is designedto show the flaw in this logic. The basic point is that legal rulesact
differently in cryptographicand non-cryptographicettings. The cryptographerssyllogismis basedon
the assumptiorthat userswill employstrongcryptography. If usersindeedemploy strongcryptography,
then by definition privacy is at the maximum. That is Box | in Table 1. Legal rules in such
circumstancegan only havethe effect of reducingprivacy. Clipper and other mandatorykey escrow
schemes belong in Box Il, and result in the wider availability of previously-private information.

Crypto "Ordinary"
Transactions (Non-Crypto)
Transactions

No Regulation |: SECRECY [11: DISCLOSURE
Strong cryptography allows Market result is wide availability of
anonymity. information.

Regulation II: DISCLOSURE IV:"DISTRIBUTED PRIVACY"
Regulation leads to wider Legal rules protect information --
availability of information, as in | information available only to selected 3rd
Clipper. parties.

Table 1

My argument in this paper, however, is that users very often will not employ strong
cryptography.In suchcircumstancegherole of legal rulesshifts 180 degrees.In an unregulated setting
we will expectwidespreadlisclosureof privateinformation,asshownin Box Ill. In today'smarketplace,
the operatorsof databasesften seekto profit from their information aboutcustomertransactions. They
"data mine," in current parlance.

Againstthis backdropof widespreadlisclosure]egal rulescanactuallypromoteprivacy. It is of
coursetrue that legal rulescannotoffer the sameguaranteeof anonymityas doesstrong cryptography.
Legalrules, at best,can promotewhat might be called "distributed privacy.” In a world wherea great
many transactionswill not be anonymouswe face a choice betweenBox Ill -- disclosurethroughthe
marketplace-- or Box IV -- reduceddisclosureon the basisof legal rules. In Box IV, transactional
informationis distributedfrom the consumetrto other partiessuchasthe bank. The bank, however,is
under legal obligations not to reveal that information except where legally permitted.

Theimagehereis one of contract,of delegationfrom the principal (the consumer}o the agent
(the bank). For all of the reasonsalreadydiscussedit often makessensefor the consumerto wish to
delegatekey managemenand other tasksto an expertand trustedparty, suchasthe bank. As is true
moregenerallyof principal/agentelationshipsthe principal Alice hasbroadpowersto stipulatehow the
agentshouldacton herbehalf. If the agentviolatesthat agreementsuchasby disclosinginformationin



ways that Alice would not desire, then the agent should pay contract damagewexiPertof this paper
sketches how this contractual approach to privacy might operate.

I submit that having thdistributedprivacyin Box IV is imperfect,butis far moredesirablehan
the widespreadlisclosureof Box Ill. | will not attempthereto explainall the reasonsvhy peoplemight
careabouttheir privacy, evenif oneinstitution suchasa bankhasa databaséisting their transactions.|
will, however,cite one recentanecdotethat | found telling. In the winter of 1997, the Cypherpunks
listserv went through a lengthy processof shutting down. A proposalwas then madeto shift the
discussion to a Usenet group. At that point, numerous complaints werelragglarticipantsn a Usenet
group would lose thejprivacy, suchasby beingsubjectedo lots of spam. Lengthydiscussionsvereheld
about how one might post to a Usenet group without losing one's privacy.

| suggesthat this episodesupportsthe importanceof having distributedprivacy. After all, the
listservparticipantshad alreadyrevealeda gooddealaboutthemselvesvhenthey postedto the hundreds
(perhapghousandspf peoplewho subscribedo the listserv. Much private information, suchas e-mail
headerswasalreadywidely distributed. Yet thesesamepeopleobjectedstronglyto becominga bit more
public on the Usenet.

Turning to financial transactionsAlice doeslose anonymityand privacy if informationon her
transactionds distributedto the bank. The problemis worseto the extentthat the governmentcan
subpoenanformation. But Alice nonethelessetainsan important measureof privacy compared say,
with the bank postingall of her transactiongo a World Wide Web site. Where mathematicsdoesnot
protectan individual's privacy, for all the reasonsalreadydiscussedthenlegal rulescan play a crucial,
supplementary role.

V. Outline of a Contracts Approach to Privacy.

The paperto this point has discusseda seriesof ways in which privacy, to the extentit is
protectedwill not be protectedsolely by mathematics.Otherinstitutionalandlegal developmentsvill be
neededf transactionalnformationis not to be widely disseminated.The discussiorthus servesas the
introduction to a broader project, on "the role of law in protecting financial privacy."

Within the broaderproject,this paperexploresthe usesandlimits of cryptographyin protecting
personalfinancial information. Where technology does not protect privacy, then law may provide
supplementalprotections. The secondpart of my project is tentatively entitled "Cyberbankingand
Privacy: The ContractsModel." [12] That paperfirst claims that the use of customerinformation by
bankscanand shouldbe conceptualizedindercontractprinciples. A secondclaim is that the law-and-
economicsapproachto contracts-- an approachoften thoughtto be hostile to protectionof privacy --
supports having important rights in the information held by the customer rather than by the bank.

The third part of the larger project focuseson the question of which institutions should
implementthe rulesfor protectingpersonalinformation. This partwaswritten for a reportby the U.S.
National Telecommunicationsnd Information Administration. My paperis entitled "Markets, Self-
Regulation,and Governmentnforcementn the Protectionof Personalinformation.”[13] As the title
suggests, the analysis tries to specify the conditions under which we should expect sefketg)latory
organizationspr governmenenforcemento operatemosteffectively. The emphasiss on understanding
when self-regulation may be preferred to eithemttagket(no regulation)or to governmentegulation.ln
general,l concludethat self-regulationwill be more similar to the marketthanit will be to mandatory
legal enforcement. The key choice will typically be betweenself-regulationand a more intrusive
governmentole. Oftenthe bestgovernmentole may beto provide courtsto enforcecontractsbetween
banks and customers. Governmental agency enforcement may also sometimes be appropriate.



In the remainder of this article, | will sketch the main points otcth@ractsapproacho privacy.
The goal of this brief descriptionis to suggesthe principle waysthat a legal and contractualapproach
might provide significant protection of personalfinancial information. The discussionhere will be
necessarilyincomplete-- it will not addressall the possible objectionsor define all the points in
economically-rigorousvays. The intention, however, is to make the main points of the contracts
approach available to a non-legal audience.

IV.A. The Contracts Approach and Specifying Default Rules.

In understandinghe contractsapproachto privacy, the first job is to specifythe "default rules”
for the contract-- the rulesthat apply whenthe contractdoesnot explicitly addressa subject. Oncethe
defaultrulesare defined,the nexttaskis to know what the partiesmustdo in orderto be governedby a
different rule. Then, we must know the consequences of violating the contract.

Majoritarian default rules. A first approximationof the correctdefaultrule is oftento estimate
what most peoplewould have wantedif they had bargainedon the subject. If a customerwere well-
informed aboutprivacy issuesandif the customemwere ableto bargainwith the bank aboutthe usesof
customeiinformation,what useswould be approvedunderthe contract? This majoritarian,"would have
wanted"approachcanfurtherimportantgoalssuchas autonomyand efficiency. Autonomyis furthered
becauseof the focus on the wishesof the parties-- on what the partieswould have agreedto had the
bargainingtakenplace. Efficiency is furtheredbecauseave arelooking to the wishesof the majority -- in
the absencef an agreemenbetweerthesetwo parties,we will providethemwith the contractthat most
parties would prefer.

At the presenttime, information technologyis leadingto the creationof many new databases,
linked in many new ways. Undsuchchangingcircumstancest is hardto makeconclusiveestimatef
what mostpartieswould agreeto if they bargainedon privacy issues. Indeed,we arein a society-wide
processf learningaboutthe usesand abuseof privateinformation. Despitetheseuncertaintiesa few
observationsare possibleaboutwhat mostconsumersvould agreeto if they bargainedwith their bank.
We havethe resultsof major polls, which consistentlyshow a large and growing proportion of people
reporting that they are concernedaboutthreatsto their personalprivacy’® [4] We also have our own
intuitions, which let us know that most peoplewould not knowingly agreeto give their bank unlimited
powerto publicizetheir transactiorrecords. Any defaultrule on financial privacy shouldtake accountof
this consumer objection to widespread dissemination of their transactional information.

Default rules with asymmetric information. A secondimportant approachto default rules
emphasizemformationasymmetriesyhich aresituationsin which one party hassignificantinformation
that the other party lacks.[1] Wheresuchasymmetriesexist, thereis often a strongargumentthat, in
orderto getan efficient contractand an accuratemeetingof the minds, the defaultrule shouldfavor the
partythatlacksthe information. Not to revealthe informationcanconstitutea form of fraud -- the party
lacking the information (often, the consumerhasneverreally agreedto the contractthe way the well-
informedparty plansto useit. In orderto force the formationof a contractto which both partiesagree,
the party having the information should not be permittedto profit from it, and the default rule should
favor the party lacking the information.

There are two important information asymmetriesthat affect banks'use of their customers'
personainformation. The first asymmetryarisesfrom the fact that customersn fact do not realizethe
extent to which banks and other organizations use personal information. My claim is that banks and other
organizationsaccumulateand use databasesf transactionainformationin more ways than customers
suspect. In casualempirical supportfor this claim, | referto the Cyberialistservto which | subscribe.
The listserv consists of persons interesteldwandthe Internet,andgenerallyproducesighly informed
commentsabouta wide rangeof Internetissues. My experiencen the pasttwo yearsis that Cyberia
subscribersare repeatedlysurprisedby particular ways that organizationsgather and use data about



customers. By extension,if Cyberiasubscribersare surprised,l suggestthat most ordinary consumers
would be far more surprised by the way their transactional data is used.

Under a contracts approach, gw@utionto this informationasymmetryis straightforward.If the
asymmetry is important enough, and | would argue that it is, then the bankwedbilalvethe contractual
right to usethe customer'snformationin waysthatthe customemoesnot reasonablyontemplate.As an
easyexample the customemwould havecontractrights againstthe bankif the bank suddenlypostedthe
customer's transaction history on a Web site.

This asymmetryemphasizeshe currentlack of consumeiknowledgeaboutthe waysthat their
informationis used. Overtime, onecouldimaginethis asymmetryshrinkingor disappearing.As we go
deeperinto the digital databasera,consumerexpectationgnay change. They may cometo expect,for
better or worse, that banks and other organizations will pervasively use their information.

Evenin thatinstance a secondmportantasymmetrywould exist. Evenif customersaccurately
know how consumeiinformationis generallyused,it is costly or impossiblefor customergo tell how a
particular companyis using that information. Supposethat Alice strongly wishesto limit use of her
personal information. Alice is disadvantaged because the cost and ineffectiveness of ymonitoring logically
leadsto over-disclosureof private information. Considerthe incentivesfacing a companythat acquires
private information. That companygainsthe full benefit of using the information, notably in its own
marketingefforts or in the fee it receiveswhenit sellsthe informationto third parties. The company,
however,doesnot suffer the full lossesfrom disclosureof private information. Becauseof imperfect
monitoring, customerftenwill not learnof that use. They will not be ableto disciplinethe company
efficiently in the marketplacefor its less-than-optimalprivacy practices. Becausethe company
internalizeghe gainsfrom usingthe information, but canexternalizea significantshareof the lossest
will have a systematicincentive to over-useprivate information. In terms of the contractapproach,
companieswill have an incentiveto use private information even where Alice would not have freely
bargained for such usén sucha situation,the sensibldegal approactis to deterthe companyfrom such
uses of information. The default rule should once again be that companies cannot use information in ways
that customers do not reasonably contemplate.

IV.B. Beyond Default Rules.

A full contractuakegimeprovidesmorethanthe defaultrule. A defaultrule simply statesvhat
the rule shall be whenthe contractdoesnot specificallyaddressa topic. A contractualregimewill also
explain what the parties must do to contract around the defaultThiregimewill providefor damages
or otherremediesn the eventof contractbreach. Finally, the regimewill statewhich institutionswill
enforce and adjudicate the contract.

Contracting around the default rule. The abovediscussiorsuggestedhatthe defaultrule should
be that bankscannotuseinformationin waysthat customersdo not reasonablycontemplate. If banks
wish to use customénformationmorebroadly,onecanthenexpectbanksto insertfavorablelanguagen
their depositand othercontractswith customers.For instancethe fine print of the contractmight state:
"The bankretainsthe right to usecustomertransactionainformationasit seedit." The questionfor the
legalregimewill bewhetherto treatthis fine print asan agreemenbinding on the customer. Resolving
this questionwould take us far into the realmof consumetaw. For presentpurposest is enoughto be
awarethat there will be tricky legal issuesaboutwhether customershave consentedo usesof their
personal information.

Contract damages and choice of ingtitutions. Under current law, it is often difficult or
impossiblefor a customeito provedamagesf a bankor othercompanymisusegersonainformation. If
companiesare to be deterredfrom misusinginformation, therewill likely haveto be new statutoryor
otherlegal remedies. The point of theseremedieswill beto shift the company'sncentives,in orderto
make it unprofitable for the company to over-use the information and break the contracthésaseof



otherconsumerstatutesjt may be desirableto provide for classactionsand attorney'sfees,so that the
company will not be able to profit from repeated, small violations of consumer contracts.

This discussionof damagesassumesghat individual consumerswill go to court in order to
remedyany breachof contract. Otherinstitutionalarrangementdiowever,are certainlypossible. In my
paperfor the National Telecommunicationand Information Administration,describedabove,| examine
the conditionsunderwhich markets,self-regulatoryapproachespr mandatorygovernmentrules would
seem most appropriate.

V. Conclusion.

This paperaddresseghe usesand limits of financial cryptography. The analysisheresuggests
that cryptography should be deployeiiely to assuresecurityin the transmissiorof data,e.g.,to prevent
a maliciousparty from sniffing out credit card numberson the Internet. Cryptographyshouldalso be
deployedwidely to assurethe security of information in databasese.g., to preventemployeesfrom
unauthorized snooping in the files.

The situation is more complicated when it comes to the useyptiographyto protectanonymity.
If strongcryptographyis legal, it will undoubtedlybe usedby highly motivatedusersto assuretheir
anonymity. For lessmotivatedusers strongcryptographymaywork, but it simply will not solve many of
the problems that people have when they manage their finaNoesvill the situationnecessarilychange
very much overtime. Although new generationof usersmay be more comfortablewith cryptography
than currentusers,thereare importanteconomic,psychologicaland other reasonsvhy consumersnay
choosenot to actanonymously. Consumersill needto revealtheir namesand credit ratingsto borrow
money, key managemenproblemswill persist,and banksmay retain strongincentivesto offer better
terms to customers who agree to let the banks know their identity.

Theselimitations on the useof financial cryptographydo not necessarilymeanthat anonymous
electronicpaymentswill beunavailableto ordinaryusers. At the FinancialCryptography97 conference,
noted cryptographeRon Rivest speculatedn the future of anonymouse-cash,and suggestedhat the
mostlikely future widespreadisewould be in low-denominationstored-valuecards. Stored-valuecards
are becoming more familiar today, suchHastelephonecallsor in the metrosystemin WashingtonD.C.
Purchasewvith stored-valuecardscan remain anonymousso long as no datalink exists betweenthe
purchase of the card and the individual transactions that employ the card.

Stored-value cards avoid many of the problems discussed in this Jdysraredebitcards,and
so do not involve lending. Their small denominationsmean that there is no need for fancy key
management. And, as the growing popularity of telephonecardssuggeststheir ease-of-usdeadsto
marketacceptance.The widespreaduse of stored-valuecards,including for purchasever electronic
networks,couldthusenableindividualsto haveanonymityfor small purchasesn daily life. Stored-value
cardsin low denominationsnight also be politically acceptablebecausahey might be more difficult to
use for money laundering and other illegal purposes than would large anonymous bank accounts.

Whetheror not stored-valuecardsproliferatein this way, theywill not proveto be effectiveways
for individualsor firms to manageheir ongoingfinancial affairs, especiallyfor moderate-or large-sized
transactions. For thesetransactionsthe likely outcomewill be non-anonymousccountswith banksor
institutionsthat actlike banks. Oncebankscanlink transactiongo the individual customertechnology
alonecannotsupplyprivacy. Then,asmy ongoingprojecthopesto show,we will needgoodlegal rules
and other institutional ways to maintain privacy in a database world.
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Notes.

1. The discussion here implicithyssumeshatAlice livesin the housethatsheis buying, sothat
simple surveillancewill revealthat sheis the residentand eliminateher anonymity. One canimagine
insteadthat Alice owns the housebut nevervisits it. In that event,it is indeedpossiblefor Alice to
maintain her anonymity, although she won’t get any personal use out of the house.

It is evenpossible,in a limited sense, that the bank will make a loan without knowing the
identity of the borrower. The bankcanfind it profitableto makesucha loan without knowing anything
aboutAlice’s creditrecord,if two conditionsaremet: (1) the valueof the houseexceedghe loanamount;
and (2) the expected revenue on the loan (up-front fees and interest rate) is high enoudyr theegyst
of repossessionNotice, however that theseconditionstransformthe transactioronceagaininto a debit
transaction. The housebecomeghe equivalentof a depositwith the bank. As with the securedcredit
card, the bank only mak&sndsavailableto the extentthatit keepssufficientfunds“on deposit’with the
bank.

2. Onecaveathere. Becausd am not myself a cryptographer] cannotassesghe extentto
which a technicalfix would be available. Perhapghereis someway to designthe systemso that the
borrowerlosesanonymity upon nonpaymenbf a loan. To be effective, the penaltywould needto be
worsethan mereimposition of a bad reputationon the pseudonynthat is linked to the account. The
penaltywould needto include a way actuallyto identify andtake actionagainstthe person, and not just
the pseudonym. Otherwise,the deadbeatorrower simply establishesa new pseudonym.and begins
borrowing again.

Put anotherway, | am challengingthe cryptographiccommunity to createa mechanismfor
revealingthe identity of the borrowerin the eventof nonpaymentthusallowing enforcementgainstthe
deadbeat borrower.

3. An alternativeexistsfor usersof cryptographywho do not wish to deliver their keysto some
other party. Under a "secret-sharingrotocol” [10, p. 71 & 182], Alice candivide up her key into a
numberof pieces. Shethensendsa different pieceto eachof severalpeople. Noneof the piecesaloneis
the key, but the piecesall broughttogethercanreconstructhe key. An obviousadvantagef this secret-
sharing protocol is that no one party acting alone can read Alice's encrypted messages.

Despite this advantage, | question whetherotftgnaryconsumemvould botherto createthis sort
of secret-sharingrotocol. The protocolmight be quite complicatedto createand sustain. For instance,
eachof the otherpartieswould needto bereliably availablewhentheir pieceof the key wereneeded. For
thetypical consumerijt might befar easierto pick onetrustedinstitution, suchasthe bank,andhavethat
expert institution manage the keys.

4. Anonymouspaymentsfor instance might weakenthe powerof governmensurveillanceand
further the libertarian goals of the cypherpunks movement.

5. In 1995,81% of Americanssurveyedreportedthattheywere"very concerned’dr "somewhat

concerned'aboutthreatsto their personalprivacy. [4] As this volume was going to press,l hearda
report that that figure had risen to a record 88% of Americans surveyed.
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